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i %&: Li Ml He $24H1#9 JIT (Just image Transformers) 42Hy ST RS, o EL42 000 T4 11152
(x-prediction), JGiiE T B EAMTRMEIZ AL VIT BTG S0 BE R 445 285000 . SR80, JT BAR IR 4R 44 Patch
Embedding 7] &N & PAFE /- B AR % 0 G il i SRR MR TR 4548 . A% S0 Je7E Embedding J25] A
SILU ¥ R4, MR Mt ARG S XHIR4E TR T A PG RE T

HE—2E 1, A SCIR AR T8 T M4 (Backbone) " IEAH (B 4E) St 4R TH4h) AT g .
5K Transformer Block PYFRER A AR SLE /4 (KX LU SEHS: , A SCHR /s 17— S SR AORS 13 -2 R MR AU
(Precision-Recall Trade-off): {5 zQRY M4l R 48 B AR RE A R D8 AR T B MRS . AT o 24 T+ R A A7
B (Precision) 5 FID $547; {HK R0 ™8T (14 57T 7 20 5[] st B 1 1 B 2856 e 0 et AV L i 25 1) JASS 6
FEEBAEAN Z R (Recall) R

PEAb, A% T B2 i XA R B, 4305 AT A (time) 5 jiE%% (rotation) il A H MB BB K .
f£ ImageNet 256 x 256 F{E4E FAYSEiR, L4k Embedding 5 B I BHE S A RERFA T FID $547,
i Block 2B SLI MM HEIE T “TIEAE" 12 B T M 4 P il 200k

SR HHEEALOLE: POIAL; JIT; ARRPERE s S mAEEdEe AR
1 5015

PEA: Y (Diffusion Models) T4 S AE N 29 AE SIS T & st . 140, Stable Dif-
fusion [14] @ i K4 HUS T AL 2 WHE 25 W) (Latent Space), TERME M AR AR 1 [ I 52 8L 17
R SO G AE R, A AIGC Sim AR TR, BAh, BEE W35 m 4
e, EOMY RO HERR RS A, T AR 4 [T BAFE HE 1) TurboDiffusion [19] i i i
R LA 5 i [R5 2R A ROR , FEARFRAE BUTR R AT HE TS T 100 2 200 A% i 51 sy 7 2
I, A SE U AR BB e T LA

Li 1 He 7EfT ) TAF JT [11) FP@ il 1 “RlAELRE” W00, #8 thal i {2 5279 Vision Trans-
former (ViT) [4] lit. £ v-loss 55 a-prediction 5, 7] DA B HETE M 4E18 3R 25 A EA 7 = S0 E AR il
JT O SUES AR RUE R % (Manifold Assumption) 22 | [1]: 5 REHEAL T m 4B 1R R =5 1] 1)
RYERIE L, MEps I TR A s ia). Ht, FEE R T B 2 WL i DASR B 3 i
TEAFIE -

JUE T BEERIE T2 AR, (BAEREE 2% S A BT, Al Pl SRAEAY T LA
WU 5 CRARITTEA R R AR T . e, ARG EE TS
it HARLAE [17], T HEH 2 : Patch Embedding R BEXE A SE B o 4508 I 25 (8] B 48 T2 1Y
SEFEMIT . FHK, JIT Block ¥ T8 Z UERIARLH) SWiGLU 4544 [15], %@ —Fhtl B i 4E T
& (Expansion) #&it, BTEANT HEVUGIN R FR 68Ty, @ THAEMRRRRIE . JRTT, X
L5 IT iy L TIRERE” WE A W B2 E AR E, M
PSR A THE L 4 (Compression) [JREIS5 4 @ HAERIE EIHALE? sk, 1E0 B E R,
T 45370 T BRZRBAMNA T 15 X515, X 0] RSB0 AL7E A M) B B = X MR 4 Ry LA 518 L2
FA R IR o
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BT EA e B S BT AS ], AR SCLE T BRA EgET T RA R IRR S ekt

o ZUZH RIS EAUEARTE . ASSCRAIE A Transformer H “fe4E” 5 “TH4E” #I1EH]
Pl —J71Hi, 7 Patch Embedding [ Be5 | AJELRIEREE , MM R R LTI BE ST S 5
—J7H, 21 Transformer Block ) MLP By “Hedi-IkA " AIRSEEH , @it
Hsse R e B TR, BRI AR (4h) SiTRA R OH4E) XX RS i
S [l .

o PR R BUZ TR TE L5 : O T IRAMR R R R IAL S5 e SR B 2, ARSI i
Br2) (SSL) AR5 51, MR G I GReEss A EE T AN [B) A2 FUNAT 55, i B AR e S 3o ]
(LESEE Ay G Bk R TEIR

2 MR IfE
21 JiT 5Bk

JIT [11] 5% T -prediction (P4 15 5 1&]) #H LY e-prediction (FIMEFT) 6w 2 25 [RI A LT«
HAZ OB S T Tokenizer FITHIZ% VAE, A% 2 250 Vision Transformer, iX—i5 11
2B AR (Manifold Assumption) [1] Jei A H RS AL T S 4= (B ARZE R TE b, g
A TR 23 [

SR, SRS I BT, BARARMGIRILE R 25 G i HAELEmW [6, 17]. JiT
J S SR AT Al 2 1) Patch Embedding fE AR ], (H AT BEXEDARFX FPARLR HERIE SE 26 <RIt &
Transformer ¥4t AZS[H] . ASCE IS 5] AR 2 KR T X — WS B e Ab 25 1)

2.2 FAEFEAPRIYEE: IR Y

TR 22 I 45 v 56 T4k BE I AL BRAFAE AR AR R TR B, Xt B T AR SO R R I 2
R

— T2 “YEFEY i (Expansion)”, AR/ Transformer 4244 [18] A HAZ (A (41 SwiGLU [15])
RN ZS (FEN) H 12 R “THE-BE-I 47 (451 o X — et 287 #} 9 2 22 (Cover’s Theo-
rem) [2], BlE b RHRAERAE AT 2 @ 4E 2SRRI IRFAE O R P 20, AT B fE R A5 10 1132
5 (Capacity) J A J4 ) 2 AT 55

F—HHE “YERE 4R (Compression)”. PA MAE [8] SRR @A, ¥, il il Ho il
PIHERD AL T T {5 ST (Information Bottleneck) , 3H AR AL~ ) B iYL . AT
FIHE T 18T M2 rps | ARSI R OMBgst, AT e “THETT R 5 “BR4EmIE AW 1
PR AT 55 A Rk

2.3 AWEBREIBAT S

H B2~ (Self-Supervised Learning) i i1 % 11U FHAT 55 (Pretext Tasks) 25 1 N TESS
Ky, H T IRIH AR R A SR S0 GRS (5] 2 — M B Jo B R E A 2] Ok
BEORBA AP R Y AR A R B RE T o TE HUBTAUAURH 5 2R AR (2-loss) HYTH
W, SIABCRIUR ST SO RYRTINESS , A Ry X H AR X515 BRI .
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3 Jiik
3.1 JiTBlock MLP [ )i fb % e

JE iR JiT 17 Transformer Block ) MLP {ifi f§ 7 SwiGLU FFN [15], H e 2485 % iy
JRNHALERER) § £k 4 f%. b 74T Transformer Block f) MLP J2& 753 L AR, FRATHF
MLP 4 Ay A A o) =2 JE L 554

HARSLH . we@—A “BRat , RN H R48 % H/2, %3t GELU [9] i
WE, PR EER MLP ()2 4E 5 (Do) APRIEG AR A &, ek IE H .
BN -

if args is not None and getattr(args, ’‘use_nonlinear’, False):
self.mlp = nn.Sequential (
nn.Linear (hidden_size, hidden_size // 2),
nn.GELU (),
nn.Linear (hidden_size // 2, mlp_hidden_dim),
nn.SiLU(),
nn.Linear (mlp_hidden_dim, hidden_size)
)
else:

self.mlp = SwiGLUFFN (hidden_size, mlp_hidden_dim, drop=proj_drop)

Listing 1: MLP i #1202 45

AT BRI — D R BRI TEREARZET 250 (Dyp) Z AT, QRS HIRFAE S i 1
—MRGER R (H/2), REBERHEE S BN A RO DA R MR 5 IR X 0 Y
F A S BIARRXUR EE E BTRR R , SECRISR A .

3.2 EZkM: Patch Embedding

T JEVe SO R 1) 4t Patch Embedding(y P-4tk Z 4180 . FATIAN, fEZEA Trans-
former Z 5| AARZNE, FIPAMIEE— MG “RRALTREX Stem” , A BT SR B SRS
TN A PP RIEZ Z B A T SILU Sl ek %

E(z) = Wa(SiLU(W1(2))) (D

3.3 S ANEHE

BT AEARMAGTT N G2 Ao 1 00 BT SCHfR, AR SO BIHRIE T 51 A A B BT 55
X BB AR . FRATHEAT T LS W SR8, Ao S IR R A5 S AR e 1 A A B H AR
AL . B KR E G —E SR

L= Ediff + AEaux (2)

;H\: EP ) £aux *&*E;%Z&E%%Ujj Hd‘ I‘Eﬂ ﬁ%ﬁ{m” :J:J'E'l 9% £time ﬁﬁff%fﬁvﬂﬂ ?J'Elge Erot o
S [i) 2L 150 (Time Prediction): %4145 B 7RIS 5RASTAOM R S 7K P AT, FRATHF Transformer
B4 AR (R PR fE) IR A — RTINSk, [ U000 224 7 5 — AR IS TR) 25 ¢

3



CHEALLEY BRERTT TIGRS R I . T P BB A ol S VI ST A

Exp. Patch Embed MLP Type Aux.Loss FID| IS 1 KID| Prec.T Rec. ?
Baseline Linear SwiGLU - 119.4591 10.2573 0.1132 0.2314 0.1310
Exp 1 Non-linear ~ Bottleneck - 106.2162 9.9534 0.0873 0.3056 0.1316
Exp 2 Non-linear  Bottleneck Time 115.6307 9.3687 0.1029 0.2440 0.0980
Exp 3 Non-linear SwiGLU - 112.5951 10.2405 0.1008 0.2617 0.1406

Exp 4 Non-linear SwiGLU Time 109.9101 10.5540 0.1013 0.2814 0.1422
Exp 5 Non-linear SwiGLU Rotation  195.2785 3.5111 0.1831 0.0008 0.1004

% 1t X4tk Patch Embedding, JiTBlock U3, 19 MBRAEATI lSEH: (Ablation Study). ik
F 50,000 FKIEHIFHEEIR .

Jig# T (Rotation Prediction): I%AT 55 B eI SR AL ) 42 Jay i SCRUAR o FATTAE ISR Xl 6y A

Batch i I BIEATREBLIERS &k x 90° (k € {0,1,2,3}), BRI — AN Bl 20 283K Bt g
Wl k.

4 SREUR S THE

4.1

palts Ay

FATET HT A9E 7 LB [12] P 7kt . 7 ImageNet 256 x 256 %l EIHATIIZR, 7hHER

4 256, Patch Size Jy 16, FEZMIAN HT-B/16. ZRTITRGEI, N T 7EA RIF B TR
HERUEAA R IR R, AT e ST ISR BT 1 DA TR -

4.2

REEAS S HOME . I SCR I 50 261 Heun RAESE (K ODE SKfif4%, NFE=50). KT
B FEAER S UERY I (R BAS , FRATRER AR 25 B Buler SRAFAF (—Fi ODE
K, NFE=25). 4 Euler Jy VAN B HULIRZENE =T Heun [10], {HERFERRAERR 1T
SRS T 75%, B APEIEA.

16 5 BT (Gradient Accumulation): SZfRT BAFA &, FoA1IovE H #0517 Batch Size “ky 1024
IR, FATRITELEE R ITHROR (7], 2K (Micro-batch) YL EEHEAT R N, PATE
B SR EIE SO I R AR RICR , PRAUEVINZRBh A 1) — Stk

EMA TR % FA TR SEN 8L 3011 (EMA) [13] 2R BRI 0.9999
K0 0.999. T RATHE NG EE D, BOm B ERR S T EMA AU TS ;
WBEARZSE0E BT EMA BCE 38 Hutti B 5 4 BB A g AR A, ik

BARSEAT: R T AEA B E] A S8 B RS, FRATTAYE T ImageNet [3] (RN 15T
YR, SRAELLBIECN 0.0L(RIMLEE ] 1% Il ZREdE) -

Hfm Epoch: PRy FARTECS BT RIAUG SR RS, FATRE Epoch MU JERY 600 HE 3|
T 1000 AR B LEFTA IR R i 5L

AP SSL T

B 1R T LB S bR i R . [ 2 JoR 15 | A TE] B I il i o
F 1 JEBR TR 2 FID, 1S, KID, Precision, Recall {4520,
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L1 YR AR TP R 8 . AL 41314 Epoch 100, 300, 600, 900, 999, MZEZE Aifik
YK M+ Baseline, Exp 1, Exp 2, Exp 3, Exp 4, Exp 5 (Z0). wJPAFE H Exp 1 Fil Exp 4 WS e, 1M
Exp 5 ¥ T A E SRR .

4.3 srbrSitig
4.3.1  ARZRPEWC SR eI iy 6 ZEPE

%I I Baseline (414 Embedding) 5 Exp 3 (JE£k4: Embedding + SwiGLU), F{1& 5| Afij &
) SILU 05 R ECRF FID A 119.46 B EFEARE 112.60. X —Z5 oA SR TA SO T “Ui
ARLME” R .

MILFIIR A RE , J5hG JT AP Patch Embedding X AE X iy A 25 [B)FEA T 05 A2 # (WES% + 45
B BYD. AR, BABGIIEE R s A I (Bl4n Swiss Roll £549), — A4z A 0
J2 AR T 2 1 ) s A 2B B4 B Transformer [ R 25 0], S5 7 T 4540 11 T 2 B
TR . FATFE Embedding JZ25 | AR AL B0 AL (SILU) 52F5 FIRT TR A E TM
2R Z A A SR AT CJmERA Y A CRIE I BT . XA R0 R L R AR SR I 5 Y
TR Stem, i f54E1 Transformer Block BETE V30 . FEMRRR A ARAAE 25 W) _EiEA T
M, AT SR PR T T AR A i
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Fel 2: YIZhit BEH 9 A URE A A . A EEF 45124 Epoch 100, 300, 600, 900, 999, M7 A1k
¢ Baseline, Exp 1, Exp 2 (I, Exp 3, Exp 4 (efE), Exp 5 (RN AT thokd T3 R 114 Exp
VAT I T R, Bxp 3 AR (ROR L, EATIRTIED A HY Exp 2 1 4 BRI,

4.3.2  [RCEHESS I IE S o A ke

Exp 5 {YR MR R T 5150 B HE-5 A4 55 Z R H AR 58 . FATA R 324
IS R

55—, ImageNet ZHieR YR K Z BA [ E R 17514 (Upright). FEI R0 R UEAT
WAL i R B e f B2, BRSO (R 2 o) i SURRAE , (RIS g B A 1
TR IR E R VAR XA RS ER. X B U AR RN AT RE 2 A U T T Y
BB, IR 1A oA S U 4R 7041 QR R B 19— 2, T2l SR 11im% , FID it
fE.

S, TR O SR B 2 EE R . RSO TE SCRHIE s TR R BT HUE AL
OCHZZET a-prediction) 5 EAR HAF B SO A5 B . EA RGBT, 551 lies:
TrRBRATRE L5 TR BERSE R 5 1), SEORALE R 56 v G ST 22008 TR 2 Y P S
T, 51RO
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4.3.3  IFRIERSHESE

SN, B E2E T (Exp 2 F1 Exp 4) YRR 28 bR Eaik TIE IR B0/ T R
UFRIAUET . Exp 4 FHEC T [RIFEY) Exp 3, FID gE—25 M 112.60 flifk. % 109.91,

AT, AR B[R] T 78 2 T M 7K P A HERS (Noise Level Calibration), 7E4) Hi A
Hr, BN o BET BRI LA A, HAGMIRE ¢ BIZI2% 4. B AR Transformer jfit Time
Embedding U5 T HHE L, (HEERZMZH, XFh 4 R 5 R S oiioRe . a3 mis B 2k
Liime, FRATHE B W 2817 4 SRy FpE L 060 & 2 DAVKAE ) ¢ A5 B XA R TRIAUE 4R B
— A ERRT A F M R R PR VSR BRI ¢ BRI LTI ARSI S, HE ¢ B/
LWT AN ARSI o XA A FEAL D T 2 M AR i A 7 (BN 75 2 I ) B B 2
AZEWE ), ATHETE T A2 B 2 51 1

4.34 B “f59807 55 OCRERE BhArBUE

w1 N, FAT SR B T — MR RIS : R CE4E-IKE” S 45 H 1 Exp
1 4% 7 ;AKX FID (106.2) 1 KID, DA M dp i i) Precision. X 75 WRE ALY A2 G G T &A%
&, HEWESE RGO, AR KR R MR, SRARET4ES5 1) Exp 3
4K FID W5y, {HFE IS Fl Recall #5475 I &35 1 T Bottleneck . X EIRFE SwiGLU Ak KA
T EdE T, R T EZ .

LAY RO 2 =t o+ (1 1) e, AT LIABRIR AR B AR

Bottleneck £ 53 il FRiE il i — MIRZEX K (H/2). HTHES « SR4E Hahtgtbny, milgrs
e sem 2t s, XA By <8RR GBI AL A KA S S s —— AP A IR 4E
WIEEHRHE © A BEAE T, AR 0 S s « WIRaRER . XFHLH 24 T
SRR MR IE A . P, Exp 1 BERE AR ARG 45H0 AP IEME (5 Precision), HA/ 2
ARLEL TS . MELABARAERA AR IS A A R A B — [ g e 7, SEE RN R
({fk Recall),

1M SwiGLU Wy FH4ER T2 it TE RS EE N GHEAR) . TP o i, S
PIEEAURTE “EBR7 Wers, BSikhs FARE) B BRME A0 T. M « BRI
dgzzia), AR T AR P BEALME S A E . SWIGLU RS AN A s i fE 5., RN
A SR P Z RS R . I, Exp 3 Refs 2 55 58 R 5 401 (55 Recall), {Hii TORE T
W2 CBEALPE” R CHERIE”, HA R i & (FID/Precision) Sl AS Q28 i 44 1 U Y
Bottleneck 454 4kE

FEUA, SRAEFRATH] AR 25| AJEL A Z 1Y Patch Embedding 2 M AR RE (BT 1S Al
22) Hh R BT L )2 1) Patching Embedding 11, {H Block JZH1 Bottleneck 5 SwiGLU B £ K
AL ML, T —FERELEEF 2 FEERRUS . ZEABREE T, Bottleneck il i 4 2 4
PR T A ) AR R L

5 BRI

ARG HT AR S AL, WA T BB B g B AR BE . 52
g R, 7E Patch Embedding [y Bt | AARZG PG AE 2 s B A I R U A B«
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(LS

BEA, S5 (Bottleneck) il it B aNA I 4ET 45 , 3 A2 2200 TC ik i IR AR TR T MR
PSR RZE . XA “PRAL” SRR E TR T AN PR ELE (Precision) I FID, {H 4] 1

FEARIZAEIE: M REEEH (41 SwiGLU) 4R it 7 Ab Bl i 4EMe 75 B 5 1 TT B A i . X PP AR (7S
B BERS IR B Rt A1 R R R e FIREALAE AL, AT 2242 T T ZHEPE (Recall), {HARAE 13
oA A . X R, MR AT R R ES AT 5 IR (AL

R

AR TAERFER PHEBRTT AT TGX ARG EE-ZZREIE” AU 215 RERSAE DLl & IRAERL

PR R IE s, AT BEM AR B B 2 REPE s Eas, WERERAS B 1 2 AR 2 S 4R, AR
2K R ERE T EIRE B/ NE LR S 2. Flan, AT RIERR AR, W2
— IS - ANERIUZ AR B S A ) L R A R AR A
=1 Recall f [a] ip 52 21 = A B AR AL &) Precision.,

6 n[EIHLPE I

ARG A SR AU BT PyTorch HEZR . AT T IT B [12] B4l

P, FHAEIE A FBMCT JiTBlock® 26H1 ‘PatchEmbed® 25, Al X ACHLEE A JFAE Github [16]:
https://github.com/a-little-bear/JiT
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